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            Abstract
          
        

        
          In the navigation of mobile robots, the driving risk can be minimized by increasing the probability of success. The algorithm, which is currently commonly known as the shortest path algorithm, performs efficiently, but does not exhibit a good probability of success for achieving the final goal. In this paper, we develop a new reactive navigation algorithm, known as the goal guidance vector (G2V), which can minimize the driving risk within the sensing range. The G2V is designed to improve the performance of the reactive navigation algorithm using a hazard cost function (HCF) that accounts for the scale and locations of the obstacles within the sensing range. We also adopt real-time fuzzy reactive control to determine the weighting factors of the HCF in an unknown environment to determine the optimal G2V. Simulations are conducted to validate the use of this approach for various environments.
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      1. Introduction
      The success probability of arriving at a final goal is a crucial factor in the autonomous navigation of a mobile robot. However, this technology for autonomous navigation falls short of our expectations because of the limitations of the on-board sensors (i.e., The Vision Sensor, The IR Sensor, Ladar, etc.) for environmental perception and imperfect algorithms. It is especially difficult to achieve the final goal using reactive navigation because of random motion and the environmental information obtained from the contact sensors.

      The robot’s chosen optimal direction in reactive navigation is still difficult to execute within a structured map. Previous studies have produced what is now commonly known as the shortest path algorithm, in which the next location a robot moves to is determined using a sensing range such that the robot will move the shortest distance to the final goal. The shortest path algorithm performs efficiently but does not exhibit a good success probability for driving to the final goal. The shortest path algorithm determines the location the robot moves to or the direction the robot moves in as that which provides the nearest and greatest number of free (Obstacle-Free) spaces for the robot to move into. These algorithms do not ensure a high probability of success of arriving at the final destination in many obstacles because they are not directionally optimized.

      The well-known virtual force field (VFF)2 algorithm employs an artificial potential field (APF).1,31,34,41 The VFF assumes that each obstacle in the local map exerts a repulsive force on a mobile robot and that the final goal exerts an attractive force on the robot. The direction of motion of the next step for a robot is determined by the resultant force. The resultant force is the linear sum of both the attractive and repulsive forces and is computed at each step to determine the direction in which the resultant force is minimized. Ultimately, the robot drives the shortest path resulting from the attractive force.

      The vector field histogram (VFH)33 overcomes the limitations of the VFF by generating a polar histogram for the probability of obstacles in the direction of the VFF based on the occupancy grid cell values.3 The steering direction of the robot is determined from the histogram using a cost function comprising three terms: the goal direction, the wheel orientation, and the previous direction. The robot is guided in the direction of the goal through many free spaces. Using this method can result in significant problems being encountered for the motion of the robot: getting trapped in local minima; unintended stoppage between closely spaced obstacles; oscillations in the presence of multiple obstacles; and oscillations in narrow passages.

      The another algorithm relies on the so-called curvature velocity assumption. Under this method, a robot is supposed to move along straight lines and circular arcs. Motion command of robot is computed by searching the point in the velocity space (V, W) that maximizes an objective function which trades-off speed, safety, and target-directness. Curvature-Velocity Method (CVM),4,36 Dynamic Window Approach (DWA),5,32 BCM (Beam Curvature Method),6 Prediction-based Beam Curvature Method (PBCM),7 and Dynamic Curvature-Velocity Method (DCVM)8 are representative approaches of this algorithm. These approaches allow robots to navigate at a high speed with no risk of collision. However, their limited scope of application, which is essentially restricted to synchro-drive and differential-drive robots, and the difficulty in obtaining an appropriate trade-off among the three conflicting terms (Speed, Safety, and Target-Direction) included in the objective function.

      The Nearness Diagram (ND)9 and Closest-Gap (CG)10 algorithms are defined as a free space between two obstacles large enough for the robot to cross through. They choose the free space which is more likely to drive the robot towards the desired target location. These algorithms are known to be capable of safely moving a robot among obstacles closely. However, it is not guaranteeing the reachability of the target in environments having obstacles bigger in size than the robot's local field of view.

      The Bug algorithms11-16 are that the robot follow the boundary of the blocking obstacle until a certain condition is met - this condition is typically referred to as the leaving condition; when the leaving condition is satisfied, the first step is executed again. The main advantage of Bug algorithms is that they ensure the robot will get to the target if a path exists. In the other hand, the disadvantages of Bug algorithms are that the operational environment is assumed to contain just static obstacles, and the robot is assumed to have perfect localization capabilities as well as very precise sensors for detecting obstacles.

      Recently, many approaches have been developed to overcome the limitations of the aforementioned reactive navigation algorithm.28,29,38,39 These approaches are categorized two types: The wall following approach and the virtual direction approach. The wall following approaches17-20 have a simple methodology. When the robot moves into a U-Shaped obstacle, the robot estimate that the current robot condition is satisfying a prescribed detection criterion (e.g. Robot-Goal-Obstacle Distance, Angle, and Landmark). If the condition is satisfied, the robot follows the obstacle wall until an escape criterion is satisfied. These approaches have a few defects which lead to a rather inefficient path, and are applied only to a simple environment.

      Virtual direction approach21,22,40,42,44 uses the reactive control (i.e. Fuzzy Logic, Neural Network) for escaping the local minima. If a detection criterion is satisfied, the original goal (Target) is switched by a new virtual goal. The criterion to satisfy the current circumstance is determined by using the fuzzy reactive control.35,43 The virtual goal guides the direction of the robot for escaping the dead end. In the virtual obstacle,23 when the robot visits the same location with the same orientation, a virtual obstacle guides the robot to escape the local minima as avoiding corridor the virtual obstacle. However, these approaches have the wandering problem, and much memory is required for storing all the locations. In addition, there is the behavior-based approach using memory grid.24 The virtual tangential vector (VTV) based algorithm25 has improved over the existing method in solving the local minimum problem or enclosure trapping problem, but to enhance the change of the escaping from the enclosure we need a method directly referring to the driving risk.

      Each of these methods has its own advantages in resolving local minima problems; however, almost all these approaches are rule-based methodologies for a particular implementation. Thus, these approaches are not easy to apply to different unstructured environments.

      In this paper, we develop a new reactive navigation algorithm called the goal guidance vector (G2V) that minimizes the driving risk over a sensing range. Minimizing the driving risk implies that the robot can determine the optimal direction of motion with obstacle avoidance to increase the success probability of achieving the final goal. The developed algorithm hinges on a G2V that is designed to enhance the performance of a reactive navigation algorithm, which determines the optimal direction corresponding to the minimum risk, i.e., the hazard cost function (HCF) is used that accounts for the scale and location of the obstacles within the sensing range. The proposed algorithm also adopts a real-time fuzzy reactive control to determine the optimal weighting factors of the HCF in an unknown and changing environment. MATLAB is used to perform a simulation to verify the performance of the developed algorithm, and experiments are conducted to demonstrate the ability of the mobile robot to move successfully in various unknown environments. The paper is organized as follows. In Section 2, the G2V algorithm strategy is described. In Section 3, the G2V algorithm approach is developed by formulating an algorithmic model, the G2V and the reactive fuzzy control of the HCF weighting factors. In Section 4, the algorithm performance is analyzed by conducting simulations for various environments, and the paper is concluded in the final section.

    

    

  
    
      2. G2V Algorithm
      
        2.1 Strategy
        Previous approaches, such as reactive navigation using the shortest path algorithm,1-3,37 assume that the location of the final goal determines the direction of motion of the robot. This assumption is based on the robot maintaining its direction toward the final goal. The fundamental guiding principle of reactive navigation is that the robot is virtually attracted to the goal and repelled by obstacles.

        Fig. 1(a) shows a typical case of applying the shortest path algorithm to a simple environment. At first, the robot’s trajectory is a straight line between the robot and the goal; the robot then goes around the wall of the obstacle to take the shortest path to the goal. In this case, the shortest path algorithm is highly effective. However, Fig. 1(b) shows how this algorithm can fail when the robot is trapped by an obstacle in trying to follow the shortest path in a complex environment, i.e., when obstacles are encountered in the direction of the straight line between the robot and the goal. This case shows that it is not always effective for the robot to move in the direction of the final goal throughout the driving process. In the G2V algorithm strategy, a new sub-goal is determined using the end-point of the goal guidance vector in the laser measurement sensor (LMS) range. The new sub-goal is created at the location that represents the minimum risk by using obstacle deviation and pattern information in the HCF. A G2V guide is determined, where the starting point of the vector is the current location of the robot, and the end-point of the vector is the location of the sub-goal.

        
          
          

          Fig. 1 
				
          

          
            Illustration of the shortest path algorithm for (a) A simple environment and (b) A complex environment around the straight path between the robot and the goal
          
          

          

        

        The G2V is used within the obstacle avoidance algorithm to guide the robot in the direction of minimum risk to avoid colliding with obstacles, as shown in Fig. 2. Fig. 2 shows that if the robot uses the shortest path algorithm in such an environment, the robot will fail to drive because of the numerous obstacles in the path of the goal attraction vector. The HCF used to determine the G2V is calculated by considering the location and scale of each obstacle and enables the robot to drive while avoiding nearby obstacles. The hazard cost function ensures that the robot avoids high risk areas, while remaining aligned with the goal. However, the shortest path remains fixed in the direction of the goal attraction vector regardless of the changes in the environment.

        
          
          

          Fig. 2 
				
          

          
            Schematic of the developed algorithm methodology of the G2V algorithm
          
          

          

        

      

      
        2.2 The Algorithm Model
        An occupancy grid map for the positions of the robot and the obstacles is used in the algorithm. An occupancy grid is a M × N matrix that represents a 2-dimensional space. The cells containing zeros are free space where the robot can move, and the cells containing ones are obstacles into which the robot cannot move. The robot is represented by (x, y)∈R2 and the drivable regions and the obstacles are represented as polygons, each of which comprises lists of vertices or edges.26

        An obstacle is modelled as a circle using three detection points from a laser measurement system (LMS), as shown in Fig. 3. The LMS obtains information for three points (Pk, Qk, Rk) that are detected for an obstacle within sensing range. These three points are used to construct a unique circle centered at Xkc with a radius rkcircle using the equations in Table 1.25 The robot is treated as a point mass; therefore, a virtual circular obstacle can be created using the radius of the circumscribed circle (rrobot) of the robot. These circular obstacles are filled with ones and recorded in the occupancy grid map.
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            Circular obstacle creation
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            Equations of circular obstacles25
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            	where rrobot = radius of the robot
k = k th time step
          

        

        

      

      
        2.3 Using the Hazard Cost Function (HCF) to Formulate the G2V
        The G2V G→k* uses the sub-goal (Pksgoal) as an end-point and the current robot location (Pkrobot) as a starting point in the grid map, as shown in Eqs. (1), (2) and Fig. 4.
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          Fig. 4 
				
          

          
            Developed G2V algorithm
          
          

          

        

        The continuously changing location of the sub-goal (Pksgoal) in an unknown environment is a key feature of the developed algorithm that is determined from the hazard cost function (HCF, S). This function is calculated for each grid cell within sensing range. The sub-goal with the lowest grid cell cost is chosen. The cost function S has three terms, as shown in Eq. (3).
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        The obstacle function (Hij) is designed to minimize the risk from the obstacles in an unknown environment and to calculate the obstacle density in each grid cell within sensing range. A grid cell with a high obstacle density results in a high cost and is considered to be a dangerous point. The obstacle density is a function of the distance between each virtual circular obstacle (Dnobs) and each grid cell (Pijlocal), and the radius of the virtual circular obstacle (rnobs) that is nearest to each grid cell, as shown in Eqs. (6) and (7). Crowding many obstacles into a small area results in a high calculated obstacle density that is difficult for the robot to drive through, as shown in Fig. 5. Hijnom is the normalized obstacle function. The parameters ε and η tune the value of this function.
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        where M= number of the grid cells within sensing range
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        where N = total obstacles
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          Fig. 5 
				
          

          
            Hazard cost of an environment containing arbitrary obstacles: Six obstacles (shown as blue circles) were used in a 500 × 500 (cm) grid map. The primary contribution to the HCF potential comes from the interior of the dense obstacles
          
          

          

        

        The goal-oriented function (Tij) that maintains the orientation of the robot toward the final goal is found by calculating the Euclidean distance between each cell (Pijlocal) and the final goal (Pgoal): Tijnom is the normalized goal-oriented function.
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        The penalty constant (ξ) equals the uncertain area that is ruled out in the local grid map-sensing range of the LMS.
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        The detectable rear obstacles and the sensing area outside the LMS range in a M × N matrix make up a considerable uncertain area for safe driving. The penalty constant serves as an artificial constraint on the sub-goal selection. The weighting factors (α, β) in the HCF serve to tune the motion of the robot. For instance, a large value of α results in the robot moving in the direction that offers the minimum risk, and an attractive goal corresponds to a large β value. Thus, tuning the weighting factors in the HCF affects robot motion. Fig. 6 shows the effect of varying the weighting factors (α, β) in the HCF. The value of α is increased by using five obstacles in a concentrated region. To avoid a high concentration of obstacles, increasing α creates a G2V in another direction.

        
          
          

          Fig. 6 
				
          

          
            HCF potential for various weighting factors (α, β)
          
          

          

        

      

    

    

  
    
      3. Reactive Fuzzy Control of the Weighting Factor in the HCF
      In practice, reactive control of the developed weighting factors corresponds to a compromise between the minimum risk and the attractive goal. Fuzzy-Logic-based control is applied to realize a reactive strategy for the robot, because this type of control is sufficiently fast and effective to react in real time to an unknown environment. The weighting factor is formulated using fuzzy rules. The fuzzy input is the pattern formula of the center of the circular obstacles that are detected by LMS. The fuzzy output is the weighting factor α, and β is determined from α + β = 1.

      
        3.1 Estimating the Obstacle Pattern Formula for the Fuzzy Input
        The fuzzy input is represented by a linguistic fuzzy set with four members {VL, L, H, VH} with the membership function shown in Fig. 7(a) and is derived from simple numerical measures for estimating the pattern formula for the location of the obstacles within sensing range, as shown in Fig. 8. The numerical measures are estimated by calculating the correlation coefficient from Eqs. (12)-(14).27 In robot driving, it is important to determine whether the pattern formed by the obstacles is complex or simple. The center of the obstacle (xi, yi) as detected by LMS is considered to be a scatterplot in the 2D plane. The scatterplot can have a linear or nonlinear pattern, as shown in Fig. 9. For instance, when a straight line can be fit through the data points, the obstacle pattern is linear, and the obstacles are distributed regularly making it less dangerous to drive. However, an irregular distribution corresponds to a relatively dangerous distribution of obstacles.
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          Fig. 7 
				
          

          
            Membership functions for (a) Input and (b) Output 
          
          

          

        

        
          
          

          Fig. 8 
				
          

          
            Estimating the obstacle pattern formula
          
          

          

        

        
          
          

          Fig. 9 
				
          

          
            Sign of the correlation coefficient (Ckobs)
          
          

          

        

        A correlation coefficient can be used to describe each of the variables xi and yi individually using a descriptive measure such as the standard deviation. The correlation coefficient is denoted by Ckobs and is defined in Eq. (12). The quantities Skx and Sky are the standard deviations for the variables xi and yi, respectively, and Skxy is the covariance between xi and yi is defined in Eqs. (13) and (14). The value of the correlation coefficient (Ckobs) ranges between -1 and 1: when Ckobs is close to 1 or -1, a stronger pattern indicates a higher linearity in the data. In contrast, when Ckobs is close to 0, the data points are scattered across all four areas and is there is no obvious pattern, as shown in Fig. 9.

      

      
        3.2 Fuzzy Output and Rules for Determining the Weighting Factors
        The weighting factor α of the HCF is represented by a linguistic fuzzy set with four members {LS, M, S, HS}, with the membership function shown in Fig. 7(b), and is derived from the sets of rules given below.

        
          	If Ckobs is VL, THEN α is HS.


          	If Ckobs is L, THEN α is S.


          	If Ckobs is H, THEN α is M.


          	If Ckobs is VH, THEN α is L


        

        For instance, the robot detects obstacles using the LMS, records the information on the circular obstacles in the grid map and calculates Ckobs to estimate the pattern formula of the obstacles. If Ckobs is VH, the pattern is complex and dangerous; thus, α is increased to minimize the risk, and HS is selected.

        However, if few obstacles (Nkobs) are within sensing range, it is not meaningful to calculate Ckobs. In this case, it is necessary to use the following rules. Using the rules given above, α always has a fixed small value for a low obstacle density, which creates a G2V in a direction that rapidly drives the robot toward the final goal.

        
          	If Nkobs is ZERO or < n, THEN α is LS.


          	If Nkobs is ≥ n, THEN α is estimated by Ckobs.


        

      

    

    

  
    
      4. Perfrmance Analysis based on Simulation
      
        4.1 Virtual Tangential Vector (VTV) Algorithm
        The performance of reactive navigation algorithms, such as VFH, etc., can be enhanced by applying the G2V algorithm for obstacle avoidance. As previously mentioned, the G2V algorithm enables the robot to determine the optimal direction while avoiding obstacles, which can increase the success probability of achieving the final goal. Thus, the performance of the reactive navigation algorithm using the shortest path method is significantly improved by combining it with the G2V algorithm: in this method, the robot moves in the closest direction to the final goal in an open area (i.e., where there are no obstacles).

        To verify the G2V algorithm, we combine the G2V algorithm with the virtual tangential vector (VTV) algorithm25 in a simulation. The VTV algorithm is a reactive navigation algorithm, which uses the shortest path method with obstacle avoidance. The VTV drives a robot along the tangential direction to a virtual circular obstacle generated in real time. The weighted resultant vector of all the VTVs, the so-called weighted VTV (WVTV), which is defined for multiple obstacles. The WVTV is incorporated into a multi-objective optimization framework: the slope of the VTV can be easily obtained and the final VTV direction toward the goal is determined.

        The modified vector field histogram (MVFH) algorithm decomposes the set of 540 directions from the LMS into an obstacle-containing area and an obstacle-free or open area by determining whether the normalized distance between the robot and an obstacle is smaller than a prescribed threshold or not. The middle vector in each open area is then obtained. The vector which makes the smallest angle with the goal attraction vector is selected among all the middle vectors.

      

      
        4.2 Simulation Model
        The simulation was performed using a MATLAB program, and an LMS simulator was used with a detection range of 0.1 to 10 m, 270°, and an angular resolution of 0.5°. The LMS was used to measure the distance and the angle between the robot and an obstacle. The robot model was applied to an Ackerman vehicle with front steering with a robot of dimensions 2 (W) × 3 (L) m. The constraints on the robot model in the simulation were a maximum allowable steering angle of 30° and a robot step size of 1.5 m. A global positioning system (GPS) and an inertia measurement unit (IMU) were also used. Fig. 10 is a schematic of the simulation model, and Fig. 11 shows an example of the robot motion using the G2V algorithm.

        
          
          

          Fig. 10 
				
          

          
            Schematic of simulation model
          
          

          

        

        
          
          

          Fig. 11 
				
          

          
            Illustration of robot motion by a MATLAB simulation
          
          

          

        

      

      
        4.3 Simulation Results and Performance Analysis
        In this section, the robot motion is illustrated using several simulations that were conducted for an environment similar to that of related studies. Fig. 12 shows that the G2V that was created for a simple environment of obstacles.

        
          
          

          Fig. 12 
				
          

          
            G2V creation in a simple environment of obstacles: starting point (Green circle), final goal (Green cross), G2V end-point (Blue cross), sensing range (Large red circle), and robot motion (Small red circle); weighting factors: α = 0.6, β = 0.4 (Fixed)
          
          

          

        

        The end-point (Which is Shown as a Blue Cross) of the G2V was located to the right side of the obstacle in the sensing range (Which is Shown as a Non-Continuous Red Circle). The end-point was not close to the obstacle and was too far from robot, as shown in Figs. 12(a)-12(c). When the robot was on the right side of the obstacle, as shown in Figs. 12(d)-12(f), the end-point of the G2V was in the direction of the shortest distance to the final goal because there were no obstacles.

        Fig. 13 shows the advantages that the developed algorithm offers over the VTV algorithm. When the VTV algorithm was used by itself, the robot moved along the A-B-C path between the obstacles to reach the goal in the shortest distance, as shown in Fig. 13(a). In the C-D path, the robot was trapped by three obstacles, which was similar to being trapped in a local minimum, because the robot moved the shortest distance in the diagonal direction to reach the goal.

        
          
          

          Fig. 13 
				
          

          
            G2V results: (a) Using only the VTV algorithm and (b) Using the proposed algorithm with fuzzy control of the weighting factors
          
          

          

        

        However, using the developed algorithm enabled the robot to avoid the obstacle traps on the C-D path, as shown in Fig. 13(b). The area to the left of the sensing range of the robot had a high HCF cost; therefore, the obstacle avoidance mechanism caused the robot to follow a detour-like path away from the obstacles. Thus, the robot moved along the curved path A-B-C-D-E. Note that the robot turned around the points B, C and D.

        Fig. 14 shows the simulation results that were obtained using fuzzy reactive control for the weighting factors in a complex environment made by many circle obstacles. The robot was initially surrounded by scattered obstacles (A-B), resulting in high values for the HCF cost and the weighting factor α. When the robot steered to the left, α changed progressively to a low value (HS-LS, 0.85-0.60) as the obstacle pattern became simple relative to the robot coordinates. The complex obstacle pattern on the B-C path resulted in a fuzzy output of HS for α again. Then, α decreased the fuzzy output from HS to LS progressively toward the final destination, and the robot successfully reached the destination.

        
          
          

          Fig. 14 
				
          

          
            Simulation results for fuzzy reactive control in a complex environment: (a) Robot motion (Red: G2V algorithm, Green: VFH algorithm), (b) The variations in the weighting factor (α) with each step, (c) Coordinates of the G2V end-point (Blue: x, Green: y) and (d) Variation in the correlation coefficient (Ckobs) with each step; the coordinate axes were set at an artificial wall
          
          

          

        

        This result shows that the proposed algorithm offered the advantage that the robot responded effectively in many obstacles. For instance, the robot’s motion along the A-B-C path showed that a complex environment of obstacles could be avoided to minimize risk. The robot’s motion along the C-D-E paths showed that the robot moved efficiently through a short distance toward the goal. However, when the VFH algorithm was used by itself, the robot was trapped by dense obstacle as shown in Fig. 13(a). Finally, 500 times of the simulation results, a success ratio of the proposed algorithm is higher than the VFH and A* algorithm, as shown in Table 2. The position of obstacles was randomly changed for each simulation. VHF algorithm use only bits of the given information to determine a guidance direction by using a histogram of the measured obstacle density distribution. A* algorithm does not consider the steering motion and safety factors of the robot. Therefore, the success rate of the VHF and A* algorithm is lower than that of the G2V algorithm.

        
          Table 2 
				
          

          
            Performance measures compare with other algorithm
          
          

        

        
          
            
              	Algorithms
              	G2V
              	VFH
              	A*
            

          
          
            	Success/Fail
            	447/53
(89%)
            	354/146
(71%)
            	315/185
(63%)
          

        

        

        We also tested the developed algorithm in a narrow alley and a U-Shaped environment. Fig. 15(a) shows that the robot moved into the middle of the narrow alley relatively safely. The shortest distance algorithm would have caused the robot to move along a wall edge in the direction of the closest goal. Thus, the developed algorithm performed better than the shortest distance algorithm for this environment.

        
          
          

          Fig. 15 
				
          

          
            Simulation results for a narrow alley and a U-shaped environment: (a) A narrow alley, (b) The U-shaped region was smaller than the sensing range (Entrance width: 10 m), (c) The U-shaped region was larger than the sensing range (Entrance width: 10 m, starting from the outer edge) and (d) The U-shaped region was larger than the sensing range (Starting from the inner edge), Sensing range: 15 m 
          
          

          

        

        From Figs. 15(b) to 15(d) show the simulation results for the U-Shaped obstacle. Fig. 15(b) shows that the obstacle was smaller than the sensing range (15 m), such that the robot detoured to the outside of the U-Shaped obstacle, because the inside of the U-Shaped obstacle represented a high HCF cost.

        Fig. 15(c) shows the robot motion for a U-Shaped obstacle that was larger than the sensing range. The robot initially moved into the U-Shaped region, moved back when the obstacle was detected, and detoured safely around the obstacle.

        Fig. 15(d) shows the simulation result when the robot started from the inner side of the obstacle. The robot initially moved toward the open area of the U-Shaped region and then moved again toward the inside of the U-Shaped region, because the obstacle was not detected when the robot escaped from the U-Shaped region. The robot then escaped from the U-Shaped region. In this case, the robot’s behavior was inefficient.

      

    

    

  
    
      5. Conclusion
      In this paper, we developed a new reactive navigation algorithm known as the G2V algorithm to minimize the risk within sensing range. The G2V algorithm was designed to improve the performance of the reactive navigation algorithm, which was used to determine the optimal direction that offers the minimum risk, i.e., a HCF function that accounted for the scale and location of the obstacles within the sensing range of the robot was used. We also applied real-time fuzzy reactive control to determine the weighting factors for the HCF in an unknown environment. Simulation results using MATLAB showed that the advantage offered by the developed algorithm was that the robot responded effectively to changes in the environment.

      The developed algorithm also showed that the robot detoured safely around the obstacle in a U-Shaped region. Despite the advantages offered by the developed algorithm, inefficient motion was observed in some environments, such as starting from the inside of a U-Shaped region: these inefficiencies should be improved upon. Future work should therefore involve improving the developed algorithm to eliminate inefficient robot behavior in various specific environments.
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