
한국정밀공학회지  제 41권 제 12호 pp. 973-990 December 2024 / 973

J. Korean Soc. Precis. Eng., Vol. 41, No. 12, pp. 973-990 http://doi.org/10.7736/JKSPE.024.101

ISSN 1225-9071 (Print) / 2287-8769 (Online)

열화 패턴 분류를 위한 구름 베어링의 잔여수명예측 기법 연구

Degradation Pattern Classification for Predicting Remaining Useful Life
of Rolling-element Bearings

이윤제1, 서동주1, 이상윤1, 이창우2,#

Yoonjae Lee1, Dongju Seo1, Sangyoon Lee1, and Changwoo Lee2,#

1 건국대학교 대학원 기계설계학과 (Department of Mechanical Design and Production Engineering, Konkuk University)

2 건국대학교 기계항공공학부 (School of Mechanical and Aerospace Engineering, Konkuk University)

# Corresponding Author / E-mail: leewoo1220@konkuk.ac.kr, TEL: +82-2-450-3570

ORCID: 0000-0001-9862-2833

KEYWORDS: Degradation (열화), Feature engineering (특징공학), Remaining useful life (잔여수명), Rolling-element bearings (구름 베어링), Prediction (예측)

In continuous-process systems, failures of rolling-element bearings typically cause accidents, reduced productivity, and

production-related financial losses. Therefore, predicting both the lifespan of rolling-element bearings and their replacement

time is crucial for preventing machine system failures. Accordingly, numerous studies have reported various machine and deep

learning classifiers for predicting the lifespan of bearings. However, these studies did not consider degradation trends of

bearings. Thus, this study aimed to develop an algorithm to predict the lifespan of a bearing by considering its degradation

trend. A vibration dataset of bearings was obtained at low and high speeds. Using a second-order curve-fitting model, various

degradation patterns in the dataset were classified. Appropriate time-domain or frequency-domain feature variables applicable

to the design of a classifier were determined according to classified patterns. In addition, the classifier was trained using

multiple bidirectional long short-term memories. Finally, the performance of the developed classifier was verified experimentally.
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1. Introduction

Unexpected failure of rolling-element bearings in a machine

system typically causes several problems. In continuous-process

systems such as roll-to-roll systems, where productivity is critical,

defects in rolling-element bearings result in equipment failures,

poor product quality, production delays, and financial losses [1].

High-speed rotating equipment, like turbines and railways, face

serious accident risks due to bearing failures [2,3]. According to

Buchaiah and Shakya [4], bearing-related failures account for more

than 40% of all industrial motor failures. Therefore, predicting the

accurate and reliable remaining useful life (RUL) of bearings is

crucial for preventing and repairing mechanical system failures [3-7].

RUL prediction methods include model-based and data-based

approaches [3]. Model-based methods use mathematical models of

physical phenomena to predict the RUL of bearings. This method

includes the autoregressive integrated moving-average approach

NOMENCLATURE 

σ = Radial Stress

τ = Stress of Winding Direction

b = Bending Stress

ε = Strain

h = Height

m = Mass
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[8], Paris crack growth model generation method (in which the

growth of cracks in the bearing is considered physically [9]),

Kalman filters [10], and particle filters [11]. However, the model-

based residual-life prediction method is limited in its application to

various systems, including bearings, because it requires the

development of a mathematical model for each system. In addition,

the more complex the system, the longer it takes to create a

mathematical model and the greater the number of equation

variables required for lifespan determination. Consequently, the

amount of system-related information that needs to be known

increases. Therefore, recent research in this field has focused on

data rather than on model-based methods [12].

Data-driven RUL prediction acquires bearing condition

information from previously obtained data [3]. Two types of data-

driven methods have been proposed: artificial intelligence (AI) and

statistical methods. Among the actively studied AI methods, this

study introduced RUL-prediction methods using deep learning.

The deep-learning-based RUL-prediction method automatically

secures the RUL-related pattern from obtained data, and its

generalization is superior to that of the statistical RUL-prediction

method, which sets an artificial threshold [2].

Predicting the RUL based on deep learning involves six steps

[4]. The first step is data acquisition, wherein the vibration data of

the bearing are recorded using an acceleration sensor to obtain raw

data. The second step is feature extraction, in which the amount of

data is reduced and numerical indicators showing bearing

conditions are extracted. Oh et al. [13] diagnosed rotary machine

conditions using 12 characteristic variables, including the mean,

root mean square (RMS), skewness, and kurtosis. The third step is

feature selection, which extracts a feature variable that can increase

the prediction accuracy of the RUL model among several feature

variables. Lei et al. [3] introduced monotonicity, robustness,

trendability, and consistency as RUL-prediction accuracy indicators.

The predictive model was trained using the highest feature index or

an index that exceeded a predefined threshold. Lee et al. [14]

proposed a method for selecting raw data based on the directional

nature of faults and for selecting a feature variable based on a

feature combination matrix for the fault diagnosis of mechanical

systems. The fourth step is data fusion, in which only the RUL-

related features are extracted by reducing the dimensions of the

selected feature variables for a more accurate prediction. Motahari-

Nezhad and Jafari [15] extracted features that increased the

accuracy of the state classification of bearings by reducing

dimensionality with several feature variables through improved

distance evaluation. The fifth step was data preprocessing for high-

accuracy fault diagnosis and predictive model generation, and the

sixth step was fault diagnosis. Lee et al. [16] classified the state of

a rotary machine, including bearings, into four types using

empirical mode decomposition and a support vector machine.

Chen et al. [17] determined the presence and type of bearing

defects in the frequency band based on a resonance-based sparse

signal (RSSD) and wavelet transform.

The last step is RUL prediction, in which the RUL is determined

by generating a predictive model based on the defect information

obtained in the previous step. Ali et al. [18] reduced the

fluctuations included in the existing time-domain feature variables

with the universal failure rate function and learned the RUL-

prediction model of the bearing based on an artificial neural

network. Ren et al. [19] predicted the RUL of multi-bearings using

frequency spectrum partition summation, extracted based on a

deep neural network and Fourier transformation. Alguacil et al.

[20] estimated the propagation of acoustic waves based on deep

convolutional neural networks (DCNN). Zhu et al. [21] proposed a

method to predict the RUL by training a multiscale convolution

neural network with time-frequency representations. Li et al. [22]

developed a multiscale DCNN (MS-DCNN) to extract only

features suitable for RUL prediction from complex and diverse

feature variables. Therefore, numerous prediction models based on

deep learning have been proposed. However, neural networks do

not consider the sequence between time-series learning data;

hence, they only learn the data at a certain point. In addition, as the

amount of data increases, long-term dependency occurs.

Consequently, a model that reflects only the features of the learned

data was constructed [23]. Therefore, the prediction error of RUL

is calculated by considering the characteristics of each dataset, and

the sequential change pattern may increase.

Numerous studies on recurrent NNs (RNNs) [24] have been

conducted to obtain a model with higher prediction accuracy by

learning sequentially ordered time-series data. Guo et al. [25] used

an RNN health indicator (HI) as a HI based on an RNN, thereby

reporting the condition of bearings. Experimentally, they

demonstrated that the RNN-HI exhibited higher monotonicity and

correlation values in relation to the RUL-prediction accuracy

compared with that of the HI generated from existing feature

variables. Hinchi et al. [26] extracted the local features using a

convolutional layer. They predicted the RUL of a bearing through

a long short-term memory (LSTM) layer designed to solve the

long-term dependency problem, which has not been solved in

traditional RNNs. Luo et al. [27] integrated multi-Gaussian fitting

and LSTM (GaPSD/LTSM) for accurate structural health

prediction. Zhang et al. [28] evaluated the performance degradation

of bearings using LSTM RNNs, and predicted the RUL based on

this. Chen et al. [29] accurately predicted the RUL by applying the

attention mechanism to the existing LSTM and frequency band
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derived from the fast Fourier transform (FFT). Haidong et al. [30]

proposed a method for the early detection of bearing failure using a

gated recurrent unit with a simpler calculation method than the

LSTM and complex wavelet packet energy moment entropy.

Cheng et al. [31] predicted the degradation indicator and RUL of

bearings using an RNN with a bidirectional LSTM (bi-LSTM)

structure. Existing studies in this field have predicted the RUL of

all bearings by developing a single RUL-prediction model.

However, different vibration patterns can be obtained owing to the

manufacturing process, the condition of the equipment connected

to the bearing, and lubrication condition, even if the actual bearing

is analyzed under identical conditions [32]. Therefore, for accurate

RUL prediction, the degradation pattern of the bearing must be

classified beforehand.

We developed an RUL-prediction algorithm that includes a

degradation pattern classification step after data fusion and feature

selection. The degradation pattern classification process was

performed based on quadratic curve fitting, and a decision on the

use of time-domain or time-frequency domain features was made

based on the classification results. Curve fitting was applied to one

feature selected based on the Laplacian score (LS) among several

time-domain features [33]. If RUL prediction was deemed possible

based on time-domain features, the LS feature was used for RUL

prediction.

Conversely, if RUL prediction was deemed possible using time-

frequency domain features, it was predicted using the decreasing

frequency bands proposed in this study. Here, the decreasing

frequency bands refer to the bands with the smallest values obtained

by applying Pearson's linear correlation coefficient to the frequency

bands. The size of the proposed feature decreases as the defect

becomes more severe, and it has the characteristic of a defect signal

that is difficult to identify from the time-domain features. Therefore,

even when time-domain features that remain unchanged with

time—owing to weak defects—are extracted, degradation patterns

capable of checking the decreasing frequency bands can be secured,

and the RUL-prediction accuracy can be improved. Prior to the

learning stage of the RUL-prediction model, the point at which

RUL prediction was possible was identified by classifying the

bearing state using moving-average filtering and k-means

clustering. As a feature of a predictable time period, an RUL-

prediction model was trained using an RNN with multiple bi-LSTM

structures. The RUL predicted by the proposed method was found

to have higher accuracy than that predicted by another method.

The remainder of this paper is organized as follows. Section 2

explains the theories used in the proposed RUL-prediction

algorithm. Section 3 introduces the proposed RUL-prediction

algorithm. Section 4 describes the experiment conducted to verify

the accuracy of the proposed RUL-prediction algorithm. Section 5

presents the results obtained when the prediction algorithm was

applied to the data obtained experimentally. Finally, Section 6

summarizes the conclusions of the study based on an analysis of

the results and future research directions.

2. Theories for the Proposed Remaining Useful Life

(RUL) Prediction Algorithm

The proposed algorithm is derived from four existing theories,

namely, feature extraction, LS, Pearson's linear correlation

coefficient, and bi-LSTM, introduced in this section. First, in

feature extraction, time-domain, and time-frequency domain

features are introduced as statistical indicators. The LS and

Pearson's linear correlation coefficient are indicators for selecting

one of several characteristic variables, and each subsection

explains the underlying concept. Finally, bi-LSTM was used as a

neural network structure for learning RUL models. In this section,

bi-LSTM and the concepts of RNN and LSTM are discussed.

2.1 Time-domain Feature Extraction for Defect Magnitude

Identification

In this study, time-domain features were extracted using 14

statistical indicators. Table 1 lists the names, equations,

descriptions, and uses of the 14 time-domain features. The method

and meaning of bearings are different for each characteristic

variable. For example, RMS represents the average magnitude of

the vibration of a bearing, whereas skewness represents the

imbalance of the bearing [16]. 

The mean calculates the average value of the vibration signal,

providing a basic measure of central tendency. Its strength lies in

its simplicity and ease of interpretation, which helps establish a

baseline for signal analysis. However, because the mean is

sensitive to noise and outliers, it may not effectively capture the

dynamic changes crucial for diagnosing bearing health. In this

study, while the mean offers initial insights, its limitations

necessitate deeper analysis with more robust features for accurate

RUL predictions.

The absolute mean highlights the average magnitude of

vibration signals regardless of directionality. Its robustness against

negative values is a strength when dealing with bipolar signal

oscillations. However, like the mean, it lacks sensitivity to detailed

signal changes that are essential for predictive accuracy in RUL

modeling. In this study, the absolute mean provided foundational

data, but its standalone predictive power was limited.

This feature extends RMS analysis by focusing on the squared
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amplitudes, which enhances sensitivity to significant signal

deviations. Its strength is in highlighting subtle shifts in vibration

severity. Yet, its complexity can mask minor faults unless paired

with other discriminating features. This study incorporated

amplitude of RMS to refine the detection of degradation stages,

aligning closely with RUL estimates.

As a measure of the full oscillation range, peak to peak provides

a snapshot of signal extremity that can indicate severe bearing

issues. Its direct approach simplifies identification of significant

anomalies. Nonetheless, it may overlook gradual degradation not

reflected in extreme values. This research found peak to peak

useful in detecting abrupt failures, yet it worked best when

integrated with comprehensive trend analysis.

Standard deviation quantifies signal dispersion around the mean,

offering insights into variability. Its strength is in capturing the

consistency of operation, where deviations might signal upcoming

faults. However, excessive focus on variability can miss the larger

degradation arc. This study leveraged standard deviation to flag

inconsistent vibration patterns, facilitating early-stage warning

detection.

Kurtosis measures signal impulsiveness, effectively identifying

sudden impacts or shocks. Its role in highlighting extreme

deviations supports detection of abrupt defects. However,

sensitivity to noise requires careful application. In the findings,

kurtosis helped reveal infrequent, high-impact events that could

undermine RUL reliability if unchecked.

The form factor relates waveform shape consistency by

comparing RMS to absolute mean, aiding in identifying vibration

uniformity. Its strength lies in its ability to detect changes in

waveform dynamics. However, it can miss small-scale deviations

crucial for predicting gradual RUL changes. The study employed

form to validate uniform machine operation and detect waveform

consistency issues.

Peak value reflects the maximum signal magnitude, directly

indicating potential extreme force events or imminent failures.

While straightforward, its focus on top values might not represent

consistent degradation patterns. This study utilized peak values to

accentuate potential high-risk periods, albeit complemented by

continuous trend monitoring.

Margin expresses the ratio of peak to RMS amplitude,

highlighting transient spikes. It aids in identifying sudden stress

points in vibration data. However, its narrow focus requires

additional features for contextual completeness. Throughout this

study, margin was pivotal for isolating spikes often precursors to

significant RUL decline.

Pulse, or peak to absolute mean ratio, underscores sporadic

intensity shifts. It is potent in recognizing momentary heightened

activity within bearings. Though indicative of acute issues, it lacks

comprehensive fault context. This study leveraged pulse

measurements to encapsulate fluctuating stress indicators, tying

them with broader signals to approximate degradation.

Crest factor, the peak to RMS ratio, is adept at identifying signal

outliers and abnormal peaks, providing a quick health status check.

However, its oversensitivity to isolated peaks can detach it from

meaningful trends. Within our results, crest factor served as a rapid

Table 1 Fourteen feature variables based on statistical indicators

Feature Equation Description

Mean Mean of a raw signal

Root mean 

square (RMS)

Effective value indicating the 

magnitude of a periodic signal, 

such as a sine wave

Absolute 

mean

Average value for the 

magnitude of the signal, which 

has both positive and negative 

values

Amplitude of 

RMS
Squares for the RMS

Peak-to-peak

Sum of the amplitude for 

positive and negative

 directions

Standard 

deviation

Average magnitude of each 

data from the mean of the

 signal

Skewness Indicator of signal imbalance

Kurtosis
Indicator of impulsiveness

 in a signal

Form

Indicator representing the 

waveform of the signal based on 

the ratio of the RMS to the 

absolute mean

Peak
Maximum magnitude of a 

signal

Margin
Ratio of peak to the amplitude 

of the RMS

Pulse
Ratio of peak to the absolute 

mean

Crest factor

Indicator representing the 

waveform of the signal based on 

the ratio of the peak to RMS

Energy

Sum of the squares in a signal, 

which indicates the amount of 

energy that can be transferred
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first-level check for anomalies before deeper analysis. Energy

represents cumulative signal power, serving as a comprehensive

defect indicator over time. Its strength is capturing long-term

vibration exposure, an essential 

Equal consideration was given to the amount of data obtained

for a feature variable and the sampling frequency applied for the

data acquisition. Therefore, the number of statistical index values

obtained was equal to the actual measurement duration.

The time-domain features are derived from the size distribution

of raw data, whereas the time-frequency domain features used in

this study are feature variables that consider both the time and

frequency aspects of the bearing size and frequency bands. To

obtain the frequency bands, frequency analysis was performed at

regular time intervals using FFT, followed by averaging the

amplitudes of the signals within a constant frequency band. Fig. 1

shows an example of a frequency band obtained using spectral

kurtosis [34]. Particularly, spectral kurtosis is an indicator of

impulsiveness according to the frequency band of the signal. The

entire frequency band of the signal was decomposed by the

window length, which indicated the number of signals to be

decomposed, and kurtosis was calculated. Subsequently, the

window length with the highest spectral kurtosis was determined to

be the optimal length, which was used as the number of frequency

bands. The highest spectral kurtosis indicates that the defect signal

can be clearly identified if the entire frequency band of the raw

signals is decomposed using the corresponding window length.

Therefore, the defect signal should be secured using spectral

kurtosis to accurately calculate the predicted RUL based on time-

varying signal pattern analysis.

2.2 Laplacian Score (LS) for Time-domain Feature Selection

LS is an index used to select feature variables and is a method

for unsupervised data classification learning [35]. The

characteristics of LS allow for the best preservation of the local

characteristics inherent in the data, thereby preserving the

distinctive characteristics of the measured data at each time within

the time-series data [36]. The variable that most accurately predicts

the RUL is the variable size under different bearing conditions.

The characteristic variable for learning the RUL-prediction model

through LS was selected because it improves classification quality

[33]. LS is a function of similarity Sij and variance Var(fn), as

shown in Eqs. (1) and (2).

 

 (1)

 

 (2)

where fn is the nth feature variable among several feature

variables and is expressed as fn = [fn1, fn2, ..., fnm]; Sij indicates

the similarity between the relationship between each data point

and the neighborhood of the data; t is a fixed value that defines

the sensitivity to the difference between the two data points, fni

and fnj; and Var(fn) is the variance between the elements

constituting feature variable fn. To minimize LSn, ij(fni  fnj)
2Sij

must be minimized. Therefore, a feature variable that can

minimize (fni fnj) must be selected.to select an LS-based ideal

feature variable.

LSn

ij fni fnj– 2sij
Var fn 
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 
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Fig. 1 Frequency bands and kurtogram showing spectral kurtosis
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2.3 Pearson’s Linear Correlation Coefficient for Variable

Relationship Determination

Pearson’s linear correlation coefficient was used to analyze the

proportional and inverse relationships between the two variables,

as shown in Eq. (3).

 (3)

In Eq. (3), the correlation coefficient is calculated from [-1, 1].

Depending on its value, the relationship between the two variables

can be defined differently. When the correlation coefficient

becomes zero, the two variables become independent. When the

value is negative, the two variables are inversely proportional. If

the coefficient is -1, the two variables can be defined as linearly

decreasing functions. If the coefficient is positive, it exhibits a

proportional relationship. If it is +1, the two variables can be

defined as linearly increasing functions.

Pearson’s linear correlation coefficient is a statistical measure

that evaluates the strength and direction of a linear relationship

between two variables. The coefficient, denoted as (r), can take a

value between -1 and 1. Each of these values has a specific

interpretation that helps in understanding the correlation between

variables. A correlation of 1 indicates a perfect positive linear

relationship. When (r = 1), one variable increases in direct

proportion to the other. In the context of our study, this might

reflect how an increasing vibration amplitude directly correlates

with a decreasing RUL, demonstrating predictable degradation

over time. Conversely, a correlation of -1 represents a perfect

negative linear relationship, where an increase in one variable

corresponds with an equivalent decrease in the other. This could be

observed when increases in defect severity are linked to reductions

in structural integrity indicators within the bearing data. An (r)

value of 0 signals no linear correlation between the variables. In

this case, fluctuations in one variable are independent of changes in

the other. This lack of correlation may appear when investigating

aspects not directly affected by linear degradation paths, suggesting

the influence of non-linear or complex relationships.

Beyond these extreme values, practical applications of Pearson’s

correlation involve assessing varying degrees of relationship

strength. For the strong positive correlation (0.7 to 0.9) this range

suggests a significant positive relationship, where one variable

tends to increase as the other does. For instance, this relationship

might be evident between cumulative operational load and

progressive wear indicators, where consistently increasing stress

results in heightened wear.

A moderate positive correlation (0.3 to 0.7), indicates a

noticeable, though not definitive, positive relationship. For

example, increased vibration frequency might correlate moderately

with temperature rise, hinting at a possible effect of heat on bearing

wear, albeit with influencing factors.

For a weak positive correlation (0 to 0.3), a slightly positive

trend may be observed, reflecting marginal links between variables

such as minor lubrication fluctuations affecting vibration signals.

These weak correlations suggest potential causal factors requiring

further investigation. Similarly, negative correlations across these

scales reflect inversely proportional relationships, often crucial in

understanding diminishing trends between operational variables

and failure statistics. Incorporating detailed interpretations of

Pearson’s correlation allows for nuanced insights into the variable

interactions observed in bearing performance data, thus enhancing

the robustness of predictive modeling in this study. This expanded

perspective on Pearson’s linear correlation facilitates a

comprehensive examination of relationships within the dataset,

ensuring a more thorough analysis and interpretation of bearing

degradation patterns.

2.4 Bidirectional Long Short-term Memory (bi-LSTM)

Suitable for Time-series Data Training

An RNN is a model that processes input and output data in

sequence units and is trained using a supervised learning method.

Here, the input data were the feature variables selected based on

the LS, and the output data were defined as the RUL of the time-

series data. We assumed that the amount of RUL data decreased

linearly with time because they could not be obtained directly by

measuring equipment, such as sensors.

A typical RNN comprises input, hidden, and output layers. The

hidden layer obtained in the previous period has a structure that

affects the computation of the hidden layer in the subsequent

period. The hidden layer stores the characteristics of the data

obtained from the input layer, and is composed of weights, biases,

and activation functions.

However, a simple RNN structure is limited by its long-term

dependence. During model training, the previously learned data

characteristics are lost owing to long-term dependence, and the

model learns only the input data characteristics entered later. To

address this problem, an LSTM structure was proposed. An LSTM

learns the model by classifying the hidden layer into short- and

long-term states, and gate controllers, including forget, input, and

output gates, are added to the structure of the existing RNN. The

activation function σ for calculating each gate value employs a

function whose output value is defined as [0, 1], such as sigmoid

and logistic functions. If the output value is 1, then the input and

hidden state values of time are passed. This LSTM structure learns

time-series data in one direction. 

corr a b 

i 1=

n
X
a i Xa–  Y

b i Yb– 


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X
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2


i 1=

n
Y
b i Yb– 

2

 
1/2
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Bi-LSTM improves learning performance by considering both

directions of time. It is advantageous for learning data patterns

because it considers the direction of data and allows for the

balanced learning of all data over the entire time period. When

learning the data using this structure, each gate is calculated as a

vector, and the state value ht of the hidden layer is obtained using

Eq. (4).

(4)

where ht is the state value of the calculated hidden layer, and ( )

and ( ) denote those of the hidden layer calculated in the forward

and backward directions, respectively. The process for obtaining

the state value of the hidden layer for each direction was the same

as that used in the existing LSTM structure.

3. Methodology

The proposed algorithm for the RUL prediction of bearings with

different deterioration patterns is shown in Fig. 2. The primary

distinction between the proposed and existing algorithms lies in the

use of different feature variables based on the quadratic function

fitting results. The feature variable selected for each data point

considers deterioration patterns, which can provide information

regarding the RUL [37]. Consequently, the proposed algorithm can

extract feature variables associated with deterioration patterns, and

training the RUL-prediction model with feature variables can

improve prediction accuracy.

3.1 Quadratic Function Curve Fitting for Degradation

Pattern Classification

The vibration data from the bearings were transformed into 14

time-domain features. Using the LS, a suitable feature for RUL

prediction was selected from the transformed features.

Subsequently, the values at the beginning and end of the data

measurement were compared by fitting the selected features to a

quadratic function. If the final value was greater than the initial

value, it was used to train the RUL-prediction model and calculate

the prediction value using the selected time-domain feature.

Conversely, if it was greater at the beginning of the measurement,

the RUL predictive model was trained, and the predicted value was

calculated using the time-frequency features. This criterion was

 

 

Fig. 2 Proposed RUL prediction algorithm for rolling-element bearings
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established because the time-domain features are values generated

based on the size and size distribution of the raw data; as the size

increases, the defects affecting the RUL become more severe. In

addition, the reason for fitting polynomials is that, when comparing

values through features, obtaining accurate values is challenging

owing to noise and fluctuation. Therefore, RUL prediction was

performed based on the pattern of features throughout the entire

period.

3.2 Decreasing Frequency Band based on Pearson’s Linear

Correlation Coefficient

If the quadratic function fitting determined that the data were

unpredictable with time-domain features, the RUL was predicted

using the frequency bands. We developed an RUL-prediction

algorithm that includes a degradation pattern classification step

after data fusion and feature selection. A method for using all the

bands used to learn the RUL-prediction model and validate the

prediction performance, as well as for selecting only one or several

bands from among the available bands, has been proposed.

However, when all frequency bands were learned, the RUL-

prediction performance was comparable to that of training on

existing raw data. This indicates that the method is inappropriate

for data that are determined to be unpredictable with time-domain

features based on a quadratic function. Therefore, one RUL-

prediction band was selected using Pearson's linear correlation

coefficient.

The selection criterion for a band among several bands is set

as the change in the vibration amplitude of the band that most

closely resembles the first-order decreasing function as time

progresses. Such a physical selection criterion is based on the fact

that when a defect occurs, the frequency band with the largest

magnitude changes, and a frequency band with a relatively

smaller magnitude occurs. This phenomenon is known as an

energy shift in the frequency band [38]. By decreasing the

frequency band, which decreases in size over time, the

characteristics of signals that are difficult to confirm based on

raw data can be extracted. The smallest band was defined as a

decreasing frequency band by calculating Pearson's linear

correlation coefficient of each frequency band with time. This is

because the closer the Pearson’s linear correlation coefficient is

to -1, which is the smallest value, the greater the change in the

band size with respect to time in the form of a linearly decreasing

function.

3.3 Classification of Bearing State

Fig. 3 (a) depicts a decreasing frequency band generated based

on the vibration data of the bearing. If a feature is selected based on

Pearson's linear correlation coefficient, the data can be confirmed

to change rapidly at a specific point, rather than exhibiting a

constant decrease. This is because the minimum value of the

coefficient for the frequency bands was not completely -1. The

vibration magnitude in each frequency band of the bearing changes

rapidly owing to the impact when the bearing is physically

defective. When training an RUL-prediction model, rapidly

changing features can reduce prediction accuracy. In addition,

accurate residual-life prediction results can only be obtained when

all bearings are in identical conditions at the beginning of the RUL

prediction. Therefore, to obtain a model with a high RUL-

prediction accuracy, the state classification of the features should

be performed prior to model training.

Therefore, in this study, state classification was performed using

moving-average filtering and k-means clustering. The former

method calculates the average by moving a window containing a

certain amount of data based on the data measurement time. This

Fig. 3 Classification process: (a) decreasing frequency band, (b)

classified filtered data 
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reduces the influence of outliers and noise. In contrast, the latter is

an unsupervised learning method that has the advantage of

defining labels by classifying data through clusters in the absence

of output data for the input data. However, the disadvantage of k-

means clustering is that it cannot distinguish outliers. Applying k-

means clustering to the filtered data enables accurate state

classification after calculating and replacing data outliers with the

average of the surrounding data using moving-average filtering, as

shown in Fig. 3(b).

3.4 Multiple bi-LSTM for Generating Models

In this study, a residual-life prediction model was developed

using an RNN with the deep multiple bi-LSTM structure employed

by Cheng et al. [31]. The multiple bi-LSTM, generated by

connecting three bi-LSTM structures, is shown in Fig. 4. By

learning the RNN with this structure, a deep learning model with

high RUL-prediction accuracy for nonlinear data and data learning

with various tendencies can be obtained.

RNNs with multiple bi-LSTM structures are trained using

supervised learning. Supervised learning is a method for

simultaneously learning input and output data, and the RUL-

prediction model is trained to transform the input data into output

data. In this study, the input data included a time-domain feature

variable or decreasing frequency band selected by the LS, whereas

the output data included a linear RUL ratio. Here, the RUL ratio is

defined by Eq. (5).

(5)

where t is the time elapsed since the start of the measurement.

Therefore, the RUL ratio is defined as the ratio of the remaining

RUL to the actual RUL.

4. Experimental Setup

4.1 Run-to-failure Test in Low-speed and High-load Conditions

The vibration data must be obtained through a run-to-failure test

to evaluate the RUL model of the rolling-element bearings. Fig. 5

shows a bearing test bed used to obtain vibration data, which

consists of an AC motor, hydraulic ram, load cell, data acquisition

module (DAQ) board and module, accelerometer, and tested

bearing. The model of the tested bearing was NSK 6202. First, the

bearing vibration measurement process raised the hydraulic ram

through a hydraulic pump to apply a desired load to the load cell.

Next, while an AC motor was used to rotate the bearing, the

vibrations were measured using an accelerometer and DAQ

device. The sampling frequency was set to 25,600 Hz when

acquiring the data, and the vibration was measured for 1 s every 10 s.

Typically, continuous machines, such as roll-to-roll systems,

operate at relatively low speeds, unlike rotary machines. Therefore,

during the accelerated life test, the vibration was measured at

300 rpm, which is the maximum rotation speed of an AC motor

with a 1/6 gear ratio. Fig. 6 shows the raw data for model training

obtained from each measurement and the FFT results confirmed at

the beginning and end measurement points. The first and second

bearing failures occurred at 21,690 s (No. 1) and 22,480 s (No. 2),

respectively.

Fig. 7 shows the data for evaluating the prediction accuracy of

the learned RUL-prediction model; the total measurement time

was 22,400 s. However, because RUL must be measured before

bearing failure occurs to prevent bearing accidents, data measured

at 2,500 s and 5,000 s were removed from the end of the

measurement for the same data as in Table 2 and Fig. 7. All

measurement data were assigned to No. 3 when RUL = 0, No. 4

when RUL = 2,500 s, and No. 5 when RUL = 5,000 s.

RUL ratio 1
t

Actual RUL
----------------------------–=

Fig. 4 Training process of multiple bidirectional long short-term memory (LSTM) models 
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Fig. 5 Test bed set for run-to-failure test under low-speed conditions 

Fig. 6 Raw data measured under low-speed conditions and fast Fourier transform (FFT) results: (a) No. 1 and (b) No. 2 
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4.2 PRONOSTIA Dataset

To evaluate the RUL of the rolling-element bearings under high-

speed and high-load conditions, the PRONOSTIA dataset

measured on the same platform, as shown in Fig. 8, was employed.

It contains vibration data measured using a run-to-failure test [38]

under three acceleration and load conditions, as summarized in

Table 3. The vibration signal was obtained for 0.1 s every 10 s, and

the sampling frequency was 25,600 Hz.

As presented in Table 4, seven data points measuring bearing

vibration in conditions 1 and 2 were provided, whereas only three

data points in Condition 3 were provided. Two sets of training data

were provided for each condition, and the remaining data were

used as test data for the RUL-prediction model. The largest

difference between the training and test data was the actual RUL

value. If the actual RUL of the training data was zero, the bearing

was damaged at the end of the measurement and could no longer

be used. Otherwise, the bearing was undamaged even at the end of

the data.

The RUL-prediction result of the verification data is displayed

as an error and score and is defined as follows [39]:

Fig. 7 Raw data of test dataset measured under low-speed conditions 

Table 2 Current time and actual RUL for the test dataset

Bearing no. Current time [s] Actual RUL [s]

3 22,400 0

4 19,900 2,500

5 17,400 5,000

Fig. 8 Experimental setup for PRONOSTIA dataset 

Table 3 Vibration measurement conditions for the PRONOSTIA

dataset

Condition 1 2

Rotational velocity [rpm] 1,800 1,650

Load [N] 4,000 4,200

Table 4 Current time and actual RUL for each condition

No. Current time [s] Actual RUL [s]

1-1 28,030 0

1-2 8,710 0

1-3 18,020 5,730

1-4 11,390 3,390

1-5 23,030 1,610

1-6 23,030 1,460

1-7 15,030 7,570

2-1 9,110 0

2-2 7,970 0

2-3 12,020 7,530

2-4 6,120 1,390

2-5 20,020 3,090

2-6 5,720 1,290

2-7 1,720 580

3-1 5,150 0

3-2 16,370 0

3-3 3,520 820
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 (6)

 

 (7)

Essentially, the closer the error is to 0, the higher the prediction

accuracy; the closer the score is to 1, the better the performance of

the prediction model. In addition to simple errors, the score is used

because a predictive model predicting an RUL that is larger than

the actual RUL in a mechanical system is more dangerous than

predicting a smaller RUL. If the predicted RUL is larger than the

actual value, then the damaged bearing can still be used.

5. Results and Discussion

5.1 RUL-prediction Results for Low-speed Dataset

The proposed algorithm was applied to a vibration dataset

obtained under low-speed conditions and used to verify the validity

of the algorithm by comparing the actual and predicted RUL.

RUL-prediction models were obtained for each feature variable

used in deep learning.

LS is the score obtained for the training dataset, and in this

study, energy had the highest score. Therefore, the feature was

extracted from the raw data of all test data, and the quadratic

function fitting result determined whether to use the energy for the

RUL-prediction model or the decreasing frequency band. The

defect signal was large at the end of the training data; thus,

quadratic function fitting was applied only to the test data, and the

results are shown in Fig. 9. The results for No. 5 demonstrated that

the defect signal related to the RUL could be effectively extracted

using the energy. In addition, extracting the defect signal with

energy from the rest of the test dataset was difficult; therefore, the

signal had to be classified through frequency analysis.

The number of bands for generating frequency bands, which is a

feature variable used for frequency analysis, was determined based

on the spectral kurtosis of the training dataset. The spectral kurtosis

had the highest value when the number of bands was set to 768,

which means that defects were easily found when the frequency

was decomposed with the number. The frequency bands generated

according to the determined number of bands were obtained using

Pearson’s linear correlation. A decreasing frequency band was

selected and used to generate an RUL-prediction model for data

that could not be predicted with RUL using time-domain features.

Before training the RUL-prediction model, a decreasing

frequency band section was defined using moving-average and k-

means clustering. The starting point of the first prediction interval

is defined as the first prediction time (FPT), as shown in Fig. 10.

After the prediction interval was defined, each feature variable was

converted into cumulative feature variables, which were obtained

by accumulating and adding the values of existing feature variables

in chronological order. This process was performed to secure an

accurate RUL-prediction model by removing noise from existing

feature variables.

After learning the RNN with multiple bi-LSTM structures as

cumulative feature variables of the training dataset, the RUL-

prediction results of the test dataset were obtained, as listed in

%Er
i

100
ActRUL

i
RUL

i
–

ActRUL
i

---------------------------------------=

Score
i

exp
0.5  Er

i
/5 ln–

  if  Er
i

0

exp
+ 0.5  Er

i
/20 ln

  if  Er
i

0





=

Fig. 9 Quadratic function fitting results of energy for test dataset

Fig. 10 First prediction time (FPT) of the test dataset 
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Table 5. These results were compared with the energy used in this

study and the cumulative feature variables. 

The decreasing frequency bands were used individually. The

comparison results revealed averages of 778, 4,443, and 1,992 s.

when using the proposed algorithm, only energy, and the

decreasing frequency band, respectively. Consequently, the

prediction error value was reduced when different feature variables

were used for RUL prediction, based on the change patterns of the

vibration data.

5.2 RUL-prediction Results for PRONOSTIA Dataset

Owing to the frequent use of rolling-element bearings at high

and low speeds, the RUL-prediction results were confirmed by

applying the proposed algorithm to the PRONOSTIA dataset. The

RUL-prediction model was obtained for each condition and each

feature variable was utilized for deep learning. 

We found that energy received the highest LS score among

time-domain features, leading to its selection. The results of

quadratic function fitting are shown in Fig. 11. Test data 1-3, 1-4,

1-7, and 3-1 used energy to predict the RUL, whereas the rest of

the data predicted the RUL based on decreasing frequency bands.

To generate frequency bands, the number of bands for each

condition was determined based on the spectral kurtosis of the

training data. 

As a result of this calculation, 56, 40, and 80 bands were

obtained under conditions 1, 2, and 3, respectively. The decreasing

frequency band extracted through Pearson’s linear correlation was

obtained, and the FPT defined through moving-average and k-

means clustering is shown in Fig. 12. After learning the RNN with

multiple bi-LSTM structures as cumulative feature variables of the

training data measured in each condition, RUL-prediction results

were obtained, as presented in Figs. 13 (a)-(c). Subsequently, these

results were compared with those of three study cases in which the

prediction results were obtained using the same data [26,28,40], as

shown in Table 6. The comparison revealed that when RUL was

predicted using the proposed algorithm, the lowest average error

was 40.69%, and the highest average score was 0.459.

Table 5 RUL-prediction results for the vibration data measured at low speeds

Testing dataset Actual RUL [s] Predict RUL [s]
Error [s]

(Case 1)

Error [s]

(Case 2)

Error [s]

(Case 3)

No. 3 0 -916 -916 -8,540 -916

No. 4 2,500 1,360 1,140 -4,511 1,140

No. 5 5,000 5,278 -278 -278 3,921

Absolute mean error [s] 778 4,443 1,992

Fig. 11 Quadric function fitting results of energy for PRONOSTIA testing data
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5.3 Discussion

The results confirmed that the proposed algorithm improved the

RUL-prediction accuracy, regardless of the bearing operating

conditions. Classifying the characteristic variables used for RUL

prediction according to the degradation pattern of bearings based

on the comparison results of RUL prediction of bearings operating

under low-speed conditions yields more accurate predictions. This

implies that, prior to RUL prediction, the bearing degradation

pattern must be classified.

In the prediction results for the PRONOSTIA dataset, the

absolute error was not the lowest among all validation data.

Nevertheless, the average prediction accuracy was high, indicating

that the generalization of the prediction model obtained using the

proposed algorithm was excellent.

The RUL-prediction results obtained from the two verification

datasets confirmed that the prediction accuracy was enhanced

Fig. 12 FPT of PRONOSTIA testing data

Table 6 RUL-prediction results for PRONOSTIA dataset

Testing dataset
Current time

[s]

Actual RUL 

[s]

Predict RUL

 [s]

Error [%] 

(Proposed)

Error [%]

 [28]

Error [%]

[40]

Error [%]

 [41]

1-3 18,010 5,730 4,778 16.61 7.62 54.73 -1.04

1-4 11,380 3,390 2,013 40.61 -157.71 38.69 -20.94

1-5 23,010 1,610 1,403 12.86 -72.57 -99.4 -278.26

1-6 23,010 1,460 1,377 5.69 0.93 -120.07 19.18

1-7 15,010 7,570 2,980 60.63 85.99 70.65 -7.13

2-3 12,010 7,530 879 88.32 81.24 75.53 10.49

2-4 6,110 1,390 1,252 9.92 9.04 19.81 51.80

2-5 20,010 3,090 2,482 19.66 28.19 8.2 28.80

2-6 5,710 1,290 1,116 13.47 24.92 17.87 -20.93

2-7 1,710 580 1,578 -172.18 19.06 1.69 44.83

3-3 3,510 820 757 7.61 2.09 2.93 -3.66

Average error [%] 40.69 44.49 46.32 44.28

Score 0.459 0.438 0.383 0.355
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when the prediction model was trained with the characteristic

variable considering the degradation pattern generated in each

dataset. Therefore, for accurate RUL prediction, a suitable

characteristic variable for each dataset must be selected by adding

a degradation pattern classification process, such as the proposed

algorithm. In addition, degradation patterns that are difficult to

check in raw data can be extracted through the decreasing

frequency band and used for RUL prediction.

6. Conclusion

According to the RUL-prediction results, the degradation

pattern was considered a measure for calculating the RUL, and the

RUL-prediction model was learned by selecting and considering a

characteristic variable. The proposed algorithm was developed by

adding a pattern classification step to the existing six steps for

predicting the RUL: data acquisition, feature extraction, feature

selection, data fusion, fault diagnosis, and RUL prediction. The

proposed algorithm requires the generation of multiple predictive

models based on the number of classified cases; however, the

predictive model can be permanently applied to bearings operating

under identical conditions after being generated only once.

Moreover, the curve fitting of the predictive model is relatively

simpler than that of statistical distributions, such as the beta and

Weibull distributions, which is advantageous for real-time RUL

predictions.

If time-domain features that are difficult to verify for

Fig. 13 RUL-prediction results for PRONOSTIA dataset measured under conditions: (a) 1, (b) 2, and (c) 3
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degradation patterns are extracted based on quadratic function

curve fitting, signals with degradation patterns that are difficult

to check in existing raw data can be extracted through the

decreasing frequency band, and RUL-prediction models can be

trained using these. In this case, the prediction accuracy was

improved compared to that when only the energy selected

through the LS was used. Therefore, even if there is no change

in the degradation pattern in the raw data or time-domain

features, the degradation pattern must be verified by extracting

the decreasing frequency band, because there may be a signal

whose size decreases owing to the energy shift caused by

degradation.

After classifying the degradation patterns into two, an RUL-

prediction model was developed for each pattern. However,

various degradation patterns may appear, depending on the type of

bearing, operating conditions, and types of defects. Therefore, if

we study how to classify more pattern types by securing additional

vibration data for bearings through run-to-failure tests, we can

secure models with high RUL-prediction accuracy.
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